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przygotowanie i Preprocessing danych

Na początku zainstalowałam narzędzia oraz zaimportowałam biblioteki, które będą niezbędne do wykonania kodu (transformers, datasets, wandb etc.). Następnie wczytałam treningowe zbiory danych z komputera (z opiniami i ocenami), dzieląc je na zbiory danych z całymi opiniami i zbiory danych z poszczególnymi zdaniami (ds\_reviews\_sentences, ds\_reviews, ds\_emotions\_sentences, ds\_emotions).

Moim kolejnym krokiem było wczytanie dwóch datasetów testowych. Je także podzieliłam na zbiory danych z całymi opiniami i zbiory danych z poszczególnymi zdaniami (ds\_testA, ds\_testB, ds\_testA\_sentences, ds\_testB\_sentences). Sprawdziłam liczność danych, a także, czy występują braki w danych lub puste stringi. Nie było takich przypadków.

Następnie przystąpiłam do przygotowania danych do przetwarzania przez transformery. Na początku zajęłam się całymi zdaniami. Stworzyłam listę słowników, w której każdemu wierszowi tekstu ze zbioru treningowego przyporządkowałam listę emocji, z wartością 1 dla True i 0 dla False. Podzieliłam powstały zbiór na dataset treningowy i walidacyjny. Przekształciłam ramki danych z danymi na datasety Hugging Face.

Stworzyłam ‘final\_dataset‘, który jest słownikiem powyższych datasetów. Do zbioru danych dotrenuję model typu BERT („distilbert-base-uncased”). Wczytuję tokenizator dla modelu (AutoTokenizer, który automatycznie wybiera odpowiedni tokenizator na podstawie nazwy modelu). Tworzę funkcję tokenizującą tekst i za jej pomocą tokenizuję zbiór danych. Pobieram pretrenowany model z Hugging Face i określam, ile jest docelowych klas.

Do pojedynczych zdań chciałam użyć innego modelu typu BERT („bert-base-cased”), ponieważ zachowuje on wielkość liter, co może być istotne przy analizie większego zbioru danych, dostarczając bardziej precyzyjnych wyników. Jednak ostatecznie zdecydowałam się na distilberta, ponieważ jest on mniej wymagający pamięciowo. Procesy w tej części są podobne jak w przypadku opisanym powyżej.

Dodaję funkcje metryki: F1 macro score: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ8AAAAoBAMAAAAS+jUeAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAid3vmbtmVHZEMhAiq833cN8pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACVUlEQVRIDcWVQWjTUBjH/2nXpG0SmnpoYSAGPObiQXYRNBcHomI89Cbag0xhKEzQerOFOUZBzC4bzEsQhsflJuKll10dXnQtKjmKXuZF6Bidee8F+2y6Lk0CvsP3vu993/fr+x79EyDGklsbV2O0Hd8ilpzq8dnomeygVqvdvnSkYws9ru3U+fLl31wc2ZV+kVL50QFWcY7ryllAFYUf3FFE94ZNC5fRK3xhLo1LTWBTaR9EpHBlmQs0EGDJn7jjbQd4BcQAKgOKkTkYcV+igE4sIJ5pIywafoNA9hg3hNofB7xY/h4XiLNumKj0MRsApXo4Pflk2wrnxX1QTpyRIYwBqh77kVjAD6w3GO0txWe1v8AHzJvC3vqntuGRcNdmh32IGZe5ka0a9AYNiuc7wp2PJJRPD2bBBphC2xXSCsUNRqNAehQYlo+ubcmkjaqYeV/2lxsCGnVSUGpG1fYOKYd8MxgNIeB8hxRE1rb8k5S/O3MINloYSPJTaDt3xJYOY5GNrFPAqImh7fkOhazNsZ0GQ3OCtq9/9Rf9ZwxbJnqctifWRU5G13bwhBO3fSCRtsdde6ht//t97Z6G6gryC27riZ1fIkqb+g05bZec59BzTgufhY3sm2YX+rgbnHDGa3sLXVl/jStFHcoOfOu/SKK1CkMy78IQTeA+RLPgJcIBPVlX15cUo2HKdheSmXMSAq2ilm/PNPZQacACKu2EvP/e/nRxoZfmJZTNOTxOEyiJOl6kCcSMhr1UgVkbh6kCdyF5RO2prYf+0PXUaD5oBcWqOwr8A2YGweuWMdqcAAAAAElFTkSuQmCC).

Definiuje parametry treningu, od ich wartości zależy, jak dobre wyniki uzyskamy. Następnie trenuje modele.

Ewaluuje model przy użyciu final score: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAYIAAAAmBAMAAAA7LoH2AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAid3vmbtmVHZEMhAiq833cN8pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAFA0lEQVRYCe1YXWgcVRT+Zjc7O7M/3W2JWRLasCK+JC8RJGAF3TyIChb2RSt96RBikpKoG4hJaGLZPDTGgDj+YGgtZRqrefAhax+swYdsWvwJFDZ90aaQuHkpRRAWBLExGs+5dyYZ02yy3SDsigdy59x7znfmfHdn5n4E2I8devzgM7/tp8B2rPJIW+1JY/vqvzj3JYEY9J9LusXXpWS9CCgpXLSK5LpruP0i6XsvR9LA+dDE2t6ZlPHyLllBJ/Y7oFvfz1jOfNvVXcPtb0srfcp3+hgojcFuWaopbxqgJD2DCNXd0dw13P6OyaUsvgsd2RIZBFp2qegw0AowQyjKwF3D7e9SeY/QChTOKLYbamcv/F1p/9iXr1p646qBgSEM9XTeBq2OcAScweYwCOcRpWmR38CpofcvdMxyPQcuapQ1PHXwLuOKMRhAHW7h3MInhj8Jn4FwWr9wvhVvAD/gJkfAGWwOA+9qY5qmRRjYNczpwEsek+ptwglSnoXuoYGRxRg0Whk1jsOpdmiLiGTRDuU7WngHWh7DHAFliFs7DHKmYtFCMQayRjYd+EPleptwUaOcQS3AYFwxBtd+TXmOd5too93HB8CjA2+jJkqbHyGYiFAG4Y8tr/yyfJMrvQ6VL8UY2DV4Q7geJJwRZVo4L4FrCI5OvtAVRWwMWmdmdMDU+kwOzRfmsnR5gjfsCILr5HtNrCNHOy8ilEFrW0/Ripgxg6/q+7/tgzJkYKxHi53CW/UUsmvgQIp9MhsuUWWM3qgErUGNWGcR91mj+FGZ9E6nlxAH36dljjJCBZzRcSc4zN3m4M+bM0CQI5xBly0Gj4kZMzDWtKQHJ7RoOFWfOjoUNj0UsmuYuYxGfmoTLlFljDlTgu4Bn2IpGJ/C84E4Qt+ARuo2DD3tsXBazaNNRZOGJvit1+g5MjxZ9HKEM0QJ+z2gF0tYxEQgGTavBOI15hRwI4kpRCgia3wWb8/0su/AdxA3hxKy0u6jclI8u8EjfzVgHM3+RAeaVUJ2Q03oeTqaJgcQig1kNAOXhjE0gvnBHowhEMvwKv9xhjCbwUN/Rnn6xU+rlpb2ZPrVhCfTQb9QGh24SAFZIxRbiFnsO3Bb3MQZaxs/Zw9mt4Px8Ed9oebBRNBcgj/hsx4I73yLtkBh6wqWuqLXrvZjNmyiHye2Ytu9SJrEDUKmaz2ScU1KcpOBqDZRM3gLdYNIAnUTJaE2k4L33dCHSxi3nn0zrXSlfCT3uq3N5PucGYqRuHHb++5J5fu2uHE3WuueVL4vxE2gH0K+AOOns7jDXUtVQ/plrAHvXagzWdVUpglxc9VrOfIlnKczh4w1C+uX53AdIw8ri6Rq+F05tkwmPkKVQkeKGzMHKV9eQTiqt3BzpFmEfskjMj37pJ4lVZOtlKb/0YctbujRF/Kllc59ZZEzSHSwfvEamPtcSUhVA7dtVITRyZkXXR2V8iW0jhkcMMTSfIH1Sy5LeosOCKFqxHqlDVLc+OOmkC+BAs7qkRuW1CysX+jvLuYyCBZk55X3Hkhxo0QNKV9agqvqHEtcoWqEflEXcYYWWNVIEpU12uKGxIqULx8OXu5RTlGPjqoJxTrpE0sLrGr+t//aDmi1x6uc0mHMGdVNoQk18epm0ArF/kRXLw9fvnp7l53nrGpnIGR8NZNQjGrunnun0766TU/J/1pWL4vL5yYT1ds9d/70xsb+GfwNZpT+Nn8EqxwAAAAASUVORK5CYII=).

Na tym etapie napotkałam wiele problemów związanych z treningiem i wandb, m.in. zużycie pamięci RAM czy brak łączności z układem GPU z powodu limitów wykorzystania obowiązujących w Colab. Starałam się je rozwiązywać. Po wielu próbach udało mi się je zlikwidować.

Podsumowanie

Zalety, wady i ograniczenia

**Z technicznego punktu widzenia, automatyzacja procesów przetwarzania danych i treningu modeli przyspiesza proces. Wykorzystanie bibliotek umożliwia efektywną obsługę dużych zbiorów danych dzięki zaawansowanej tokenizacji i batchowaniu. Integracja z wandb pozwala na śledzenie wyników eksperymentów w czasie rzeczywistym oraz na dostrajanie hiperparametrów (co w tej pracy akurat pominęłam), co zwiększa elastyczność i efektywność pracy nad modelem. Dodatkowo, zarządzanie eksperymentami za pomocą wandb umożliwia efektywne porównywanie różnych podejść i wybór najlepszych konfiguracji modelu.**

**Projekt nie jest pozbawiony wad. Technicznie, wymaga on instalacji i zarządzania wieloma zewnętrznymi bibliotekami, co może być kłopotliwe. Ponadto, trening modeli wymaga znacznych zasobów obliczeniowych, co jest kosztowne i czasochłonne. Kod można by było skrócić, aby uniknąć powtórzeń i zachować przejrzystość. Oprócz tego, projekt wymaga dostrojenia hiperparametrów.**

**Przyjęty sposób przetwarzania zakłada specyficzne formaty, co jest problematyczne w przypadku różnych struktur danych. Pretrenowane modele mogą również zawierać uprzedzenia, które wpływają na wyniki i interpretację emocji, co jest znaczącą wadą, zwłaszcza w kontekście etyki i modelowania.**

**Zauważyłam, że występują też pewne ograniczenia modelu. Przetwarzanie danych zakłada specyficzne formaty, przez co struktura danych używana w projekcie ogranicza elastyczność projektu. Model może nie generalizować dobrze do danych znacząco różniących się od zbioru treningowego, co ogranicza jego uniwersalność i zastosowanie w różnych kontekstach. Dodatkowo, potencjalne uprzedzenia w pretrenowanych modelach mogą wpływać na interpretację wyników, prowadząc do błędnych wniosków i decyzji.**

M**ożliwości ulepszeń w przyszłości**

**Aby projekt mógł być bardziej efektywny i uniwersalny, warto wprowadzić techniki augmentacji danych, które mogą zwiększyć odporność modelu na różnorodne dane i poprawić jakość danych wejściowych.**

**Wykorzystanie metod ensemble, czyli łączenia predykcji z wielu modeli, może poprawić dokładność wyników.   
Szerokie dostrajanie hiperparametrów pozwoli na optymalizację wydajności modelu (na przykład poprzez zastosowanie grid searchu).**

**Podsumowując, mimo pewnych wad i ograniczeń, projekt ma solidne podstawy, które można jeszcze bardziej wzmocnić i wykorzystać w przyszłości do wypracowania lepiej działającego i ulepszonego projektu.**